Aims of virtualization

- Multiplex resources
  - Give the illusion that you own the resources.
- Isolation/abstraction
  - Software does not need to know the details of the hardware on which it runs.
  - (avoid interference, safety, etc.)
- Process vs. System Virtualization
  - Process virtualization
    - JVM ("write once, run everywhere" model)
    - Dynamic Binary Translators (ISA: Rosetta, Mambo; OS&library calls: Wine)
    - Dynamic Binary Optimizers – program shepherding (Pin, Valgrind)
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▶ what are the choices and characteristics of such implementations
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VMM gets control on every guest OS access to physical resource
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- VMM designers are (a bit) lucky
  - Many Guest accesses to physical resources cause trap in non-privileged mode
  - So, running the OS in non-privileged mode suffices

- BUT some instructions behave differently (without trapping) in privileged and non-privileged mode (e.g. Intel “Store into Flags”)
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What about TLBs?
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